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Abstract: Grid computing is a technology used to harness computing powers from various sources for   solving problems which 

contains large number of computing cycles and use them in harmony to achieve a specific goal. This is also used to achieve high 

performance in computing environment to access large amount of data. It increases the efficiency by reducing the time 

significantly. It‘s various application are job scheduling, resource management, information management etc. Typical applications 

like weather forecasting, protein folding and earthquake simulation are prime candidates for a grid infrastructure. In the field of 

grid computing tasks scheduling is a big challenge. Each day new algorithms are proposed for assigning tasks to the resources. In 

this paper we use the technique of Particle Swarm Optimization (PSO) to solve the task scheduling problem in grid computing. 

The aim of using this technique is to use the given resources optimally and assign the task to the resources efficiently.  

Keywords: ABC, GA, Grid scheduling, PSO. 

1. INTRODUCTION 

In the current scenario due to the growth of internet and 

availability of powerful computers with high speed network 

along with low cost components, is pushing the researchers 

and engineers to think about new technology, information and 

its services. With this technology geographically distributed 

resources can be accessed. With the era of the above “Grid 

Computing” is the emerging technology Grid computing is 

the combination of different resources collected from different 

administrative domains. It is used to solve the problems 

related to business, research and technical which require large 

number of processing cycles.  

 

Fig: 1 Architecture of Grid Computing  

Area in which Grid computing is applicable are as follows 

On-demand Computing, Distributed Computing, Data 

Intensive computing, Data Mining, High throughput 

Computing, Collaborative Computing, etc. Challenges faced 

during implementing Grid are: Data Movement, Data 

Replication, Resource Management and Job Submission. In 

this paper various task scheduling algorithm has been 

compared for effective resource management in grid 

computing. 

2. TASK SCHEDULING ISSUES IN GRID  

COMPUTING 

Complex computational problems can be solved by, 

computational grid. It consists of various software and 

hardware components as well as various resources to solve 

the given problem. Such as a set of printers and scanners 

which are used for printing and scanning a set a document. 

The task scheduling problem is intended to minimize the 

computation time and to utilize all the resources effectively 

[2, 7]. 

The task scheduling problem arises a hold up in a situation 

when available resources are less than the number of tasks. 

Consider a scenario wherein there are p, p={1,2,3,4,........P} 

tasks to be done and there are q, q={1,2,3,4.......Q} resources 

available. With the condition that the task is not allowed to be 

migrated between resources. 

When such a situation arises and if we have q < p then a new 

algorithms for task scheduling needs to be deployed because 

now inefficient resource allocation can greatly hamper the 

efficiency and throughput of the scheduler but if we have q > 

p then there is no reason for developing new algorithms for 

task scheduling because then resources can be allocated to the 

tasks on FCFS basis. 

To formulate the problem, define Ta a={1,2,3,…P } as p 

independent tasks permutation and Rb b={1,2,3,…Q } as q 

computing resources. Suppose that the processing time Pa,b for 
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task a computing on b resource is known. The completion 

time F(p) represents the total cost time of completion [7]. 

The aim is to find a permutation matrix  m = (Mab), with Mab 

=1 if resource a performs task b and if otherwise, Mab=0, 

which minimizes the total costs. 

 F(x) =��Pa,b * Mab        (1) 

 � Mab=1, �b�T,           (2) 

 Mab� {0, 1}, �a�R, b�T     (3) 

The minimal F(p) represents the length of schedule whole 

tasks working on available resources. The scheduling 

constraints (2) guarantee that each task is assigned to exactly 

one resource. 

3. ABC ALGORITHM 

The Artificial Bee Colony (ABC) algorithm is a swarm based 

meta-heuristic algorithm used to simulate the intelligent 

foraging behavior of a honey bee swarm, the colony contains 

three agents of artificial bees: employed bees, onlookers and 

scouts The Employed Bee stays on a food resource and 

provides the neighborhood of the same in its memory. The 

number of the employed bees is equal to the number food 

resources , if food resource position cannot be improved 

further limit cycles it is assumed to be abandoned The 

Onlooker Bee will collect the information of food resources 

from the employed bees in the hive and select one of the food 

resource to gathers the nectar. The Scout is responsible for 

finding new food item or, the new nectar and resources. The 

nectar amount is analyzed and if it is found the nectar of 

previous one is less than new resource in their memory, they 

forget the previous positions and memorize the new position.  

4. GENETIC ALGORITHM 

The GAs is random searching methods based on the evolution 

selection and the natural phenomena. These algorithms are 

started with a set of random solution called initial population. 

Each member of this population is called a chromosome. Each 

chromosome is a problem solution which consists of the 

string called genes.  

A set of chromosomes in each iteration of GA is called a 

generation. The chromosomes are evaluated by their fitness 

functions. The offspring is created by applying some 

operators on the current generation. These operators are 

crossover which selects two chromosomes of the current 

population, combines them and generates a new offspring, 

and mutation which changes randomly some gene values of a 

chromosome and creates a new offspring. Then, the best 

children and maybe their parents are selected by evolutionary 

select operator according to their fitness value(s). 

5. PARTICLE SWARM OPTIMIZATION 

PSO is a stochastic global optimization algorithm based on 

simulation of social behavior in which exchange of 

information takes place instead of mutation between 

individuals called particles, of the population known as 

swarm. The fundamental concept of PSO consists of 

accelerating each particle toward its pbest and the gbest , in 

this algorithm particle keeps track of its coordinates in the 

solution space which are associated with the best solution 

(fitness) that has achieved so far by that particle. This value is 

called personal best, pbest. Instead of this one best value will 

be tracked by PSO is one that is obtained by any particle in its 

neighborhood This value is called gbest. PSO follows 

following steps, first of all it initialize particles with random 

position and velocity vector, then for each and every particle 

P fitness value need to be evaluated, then it will check if the 

fitness value (p) is better than fitness (pbest) in that case pbest 

= p. After that all the pbest value has been compared and in 

that the best one is assigned as gbest and at last the velocity 

and position of the particle will be updated 

The i
th

 particle of the swarm is represented by an n-

dimensional vector, Pi= (pi1, pi2, pi3 ....... pxin )
T
 for n-

dimensional search space, The velocity of this particle is 

represented by another n-dimensional vector Vi = (vi1; vi2...... 

vin) T. The previously best visited position of the i
th

 particle is 

denoted as Pi = (pi1, pi2, pi3 ...pin) T. `g' represents the best 

particle index in the swarm. The velocity and position of thee 

i
th

 particle is updated using the velocity update equation and 

the position updated equation respectively. 

vid = vid +c1r1( pid - Pid) + c2r2( pgd -Pid) -----  (4) 

pid= pid + vid ----------      (5)  

where d = 1, 2....n ; i = 1; 2....S , where S represents swarm 

size; c1 and c2 are constants, called cognitive and social 

scaling parameters respectively (usually, c1 = c2 ; r1 , r2 are 

random numbers, uniformly distributed in [0, 1]. Equations 

(4) and (5) are the initial version of PSO algorithm. Vmax, is 

used to limit the velocities of the particles arbitrarily and 

enhance the resolution. For better controlling of inertia weight 

exploration and exploitation has been done. Enhancement in 

the above development encourages purging the need for Vmax. 

The resulting velocity update equation becomes: 

vid = w * vid + c1 r1( pid - Pid) + c2r2( pgd -Pid) --------- (6) 

Eberhart and Shi (2000) [14] indicate that the optimal strategy 

is to initially set w to 0.9 and reduce it linearly to 0.4, 
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allowing initial exploration followed by acceleration toward 

an improved global optimum. 

6. PROPOSED METHODOLOGY 

PSO has been seen rapid development and improvement, with 

lots of successful applications to real-world problems. 

Attempts have been made to improve the PSO performance 

and a few PSO variants have been proposed to improve the 

performance of existing algorithm. Much work focused on 

parameters settings of the algorithm and on combining 

various techniques for the same. However, most of these 

improved PSOs manipulate the control parameters or hybrid 

operators without considering the varying states of evolution. 

Hence, these operations lack a systematic treatment of 

evolutionary state and still sometimes suffer from deficiency 

in dealing with complex problems.  

In this paper we have proposed a solution for grid scheduling 

using continuous version of PSO. For solving any 

optimization problem we have to first formulate the problem 

accordingly. To solve the problem, representation of the 

individual and fitness value is required. PSO algorithm is 

based on population and each population have its own fitness 

value according to which it is compared from others, so we 

have to first represent the grid scheduling problem in terms of 

PSO. In this we have various task and resources to achieve the 

optimized result for effective utilization of task with available 

resources. PSO is based on population concept and each 

individual in population represents a solution, in case of grid 

scheduling problem, solution is a sequence of tasks which are 

to be performed. So we have to first formulate each individual 

of PSO.  

Table1: Values of position vector, sequence and set of resources 

 

Grid task scheduling is a discrete optimization problem. For 

implementing  discrete version in grid task scheduling there is 

a requirement of new vector to be generated from individual 

of a PSO. To generate new discrete vector value index value 

is noted according to the dimension values of a particular 

individual in ascending order such as shortest dimension 

value is noted first then second shortest dimension value and 

so on up to the last dimension value. The above generated 

discrete vector represents the sequence of grid task. From the 

set of sequences, we represent dimension as a number of task 

and value as an initial sequence for finding optimal sequence. 

Position vector Pid={p1, p2, p3,.....pd} where i is the particular 

individual and d represents the dimension index, is calculated 

using PSO. The position vector transforms the partial from its 

position.. The position vector Pid has continuous values. A 

new discrete vector Sid= [si1, si2,….sid] will get generated with 

the help of dimension values of Pid. Sid represents task 

sequence of i partial to the d dimension in the processing 

order. 

Set of resources is represented by Rlm= {r1,r2,r3......ry}, where l 

represents a particle/ sequence and m represents the tasks 

which are assigned to a resource. After Sid, set of resources is 

calculated using equation (10). 

Rlm=Sid mod M   i.e.  

value of task set mod Total resources  (10)  

Each resource will contain a resource id for their unique 

identification. Such as r1 is the resource id of first resource for 

e.g. if we have 12 tasks which are to be performed on 6 

available resources then we have 12 different dimension value 

based on the continuous position values. For the respective 

continuous values new discrete vector is generated Sid, which 

is a sequence of task simplified by the particle Pid. Position 

vector Pid is calculated using PSO = {4.8, 2.55, 4.90, 7.46, 

0.05, -2.67, -0.28, 6.72, 2.50, 1.28} 

Then new vector Sid is generated by using the index of the 

dimension value of position vector Pid, we have Sid value as 

{4, 6, 1, 5, 9, 3, 8, 0, 7, 2}. The shortest value of position 

vector Pid is -1.55 and the index value of this value is 1 so 

first value for sequence vector Sid is 1, the second shortest 

value of position vector Pid is -0.28 and the index value of 

this value is 8 so first value for sequence vector Sid is 4 and so 

on all the values calculated. Equation (10) is then used to 

determine the associated resources for the calculated tasks in 

the sequence. We can calculate the resource set as {4, 1, 2, 0, 

4, 0, 3, 0, 2, 2} The table1 represents the dimension values of 

position vector Pid, sequence Sid and Set of resource Rlm.. 

After representation of each individual we have to calculate 

fitness value of each individual. On the basis of fitness value 

we determine the optimal solution. In case of grid scheduling 

problem optimal solution is the minimization the value of 

equation (2). 

Dimension Pid Sid Rlm 

0 4.8 4 4 

1 2.55 6 1 

2 4.90 1 2 

3 7.46 5 0 

4 0.05 9 4 

5 -2.67 3 0 

6 -0.28 8 3 

7 6.72 0 0 

8 2.50 7 2 

9 1.28 2 2 
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Our main objective is to minimize the fitness value, an 

individual who have the minimum fitness value is considered 

as the optimal solution. 

7. ALGORITHM:GRID SCHEDULING USING PSO 

To solve the grid scheduling problem we have used the 

Particle Swarm Optimization (PSO). We set an initial 

population by selecting random starting sequences from the 

set of x! Sequences; where x is the total number of tasks. 

After getting the initial particle we calculate fitness value of 

each particle, according to equation (2). After that we 

calculate best among the entire particle and set it as an initial 

global best. 

PSO update equation is used to update old population and 

generate new sequences and then their resources are 

calculated. This sequence, along with its resource is then used 

to find the fitness value of each individual of each particle of 

the population. Algorithm 1 is the proposed algorithm for the 

grid scheduling problem. 

7.I Algorithm 1: Algorithm for Grid Scheduling Using PSO 

In Initialization phase: 

Step 1: Repeat steps 1 to 9 where s=0 to Swarm size  

Step2: Repeat steps 2 to 6 where d=0 to dimension size  

Step3: Initialize particles randomly  

Step 4: New task sequence vector Sid is generated by the 

particle position index values 

Step5: Compute resource for that particle/sequence Sid 

Step6: End of the d loop  

Step7: Calculate the fitness value of initialized particle 

Step8: Calculate the global best position 

Step9: End of the s loop 

In Update Phase: 

Step10: Repeat  

Step11: Repeat steps 11 to 19 where s=0 to each swarm size  

Step12: Repeat steps 12 to 16 where d=0 to problem 

dimension  

Step13: Using PSO update equation, update particles  

Step14: New task sequence vector Sid is generated by the 

particle position index values 

Step15: Calculate the resources for that sequence Sid  

Step16: End of the d loop 

Step17: Calculate the fitness value of updated particle 

Step18: if needed update historical information for global 

best (Pg) 

Step19: End of the s loop 

Step20: Until stopping criteria not meet. 

8. EXPERIMENTAL RESULTS 

For every algorithm there are some control parameters which 

are used for its efficient working. Hence, there are some 

controls parameters for PSO also. We did an extensive 

literature survey and carried out our own experiments for 

determining the values of these control parameters. From this 

we found that the values which we have taken in this 

experiment are standard values and they are also suitable for 

this experiment. 

The first control Parameter is Maximum function evaluation 

and the value of this parameter we have taken in our 

experiment as 20,000. The next parameter in our experiment 

is maximum number of population and we have taken its 

value to be 40. Another control parameter is number of runs 

and we have taken its value in our experiment as 30. It must 

be noted that each run contains maximum function evaluation, 

which is 20,000 in our experiment. The fourth control 

parameter is Dimension and it depends upon the number of 

tasks. The next control parameter is the value of c1 & c2 

which we have taken as 1.14. And w is also a control 

parameter and we have taken its value as 0.7. 

To test the efficiency of our algorithm results of PSO is 

compared with ABC and GA algorithm results. The 

information regarding the number of tasks, number of 

resources, and amount of time is known in prior for task 

completion. We just need to find the sequence which will 

provide us the optimal results. We conducted the experiment 

by varying the number of resources as well as varying the 

number of tasks and then we compared our results with that of 

ABC and GA algorithm. In particular, we have taken three 

cases in which we have taken different number of resources 

and tasks. 

Experiment 1: In this experiment we have considered 5 

resources and 17 tasks for comparing ABC, GA and PSO. 

Following are the execution time (in units) taken by the above 

algorithm respectively. 

Table2: Execution time calculated by ABC  

and PSO for17 tasks by 5 resources 

ABC 

algorithm 

Genetic 

Algorithm 

Proposed 

methodology(PSO) 

7174.0 4078.0 3029.0 
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The sequence generated by ABC is: 14, 8, 0, 16, 4, 13, 6, 1, 3, 

9, 11, 15, 12, 10, 5, 7, 2. 

The sequence generated by GA is: 15, 7, 0, 16, 2, 13, 5, 1, 3, 

9, 11, 8, 12, 10, 4, 14, 6. 

The sequence generated by our proposed PSO with is: 0, 3, 9, 

5, 13, 2, 12, 6, 1, 4, 16, 7, 8, 10, 11, 14, and 15. 

Fig:1 Graph representing comparison of various algorithm for 

5 resources and 17 task. 

Experiment 2: In this experiment we have considered 3 

resources and 28 tasks for comparing ABC, GA and PSO. 

Following are the execution time (in units) taken by the above 

algorithm respectively. 

Table3: Execution time calculated by ABC and  

PSO for 28 tasks by 3resources. 

ABC 

Algorithm 

Genetic 

Algorithm 

Proposed 

methodology(PSO) 

7145.0 7078.0 7004.0 

 

The sequence generated by ABC is:24,9,7,2,26,0,27,8,13,3, 

18, 10, 1, 23, 5, 17, 14, 4, 15, 12, 6, 16, 20, 11, 22, 25, 19, 21. 

The sequence generated by GA is:19,8,7,2,26,0,27,9,13,3, 18, 

10, 1, 23, 14, 17, 5, 4, 15, 11, 6, 16, 12, 20, 22, 25, 24, 21. 

The sequence generated by our proposed PSO is: 0, 5, 15, 9, 

22, 4, 19, 8, 2, 3, 26, 6, 1, 14, 16, 7, 27, 12, 10, 21, 17, 23, 25, 

18, 13, 24, 11, 20. 

Experiment 3: In this experiment we have considered 12 

resources and 30 tasks for comparing ABC, GA and PSO. 

Following are the execution time (in units) taken by the above 

algorithm respectively. 

Table4: Execution time calculated by ABC  

and PSO for 30 tasks by 12 resources 

ABC 

Algorithm 

Genetic 

Algorithm 

Proposed 

methodology(PSO) 

6136.0 6081.0 5921.0 

 

The sequence generated by ABC is: 28, 14, 20, 25, 10, 7, 17, 

4, 9, 22, 6, 11, 24, 18, 0, 29, 15, 1, 26, 12, 13, 19, 29, 5, 3, 27, 

2, 21, 16, 8. 

The sequence generated by GA is: 18, 12, 20, 10, 2, 7, 17, 4, 

9, 3, 6, 14, 24, 28, 0, 29, 15, 1, 26, 11, 13, 19, 16, 5, 22, 27, 

25, 21, 29, 8. 

The sequence generated by our proposed PSO is: 0, 5, 17, 10, 

24, 6, 21, 9, 2, 4, 29, 3, 1, 15, 18, 7, 13, 8, 23, 16, 26, 28, 19, 

14, 25, 27, 11, 20, 12, and 22. 

From the table 2, table 3and table 4, it is clear that PSO takes 

less execution time than ABC and Genetic algorithm. This 

can be seen in the below graph. 

 

Fig. 2. Graph representing comparison of ABC, GA and PSO 

Algo. 

9. CONCLUSION 

In this work Particle swarm optimization (PSO) has been 

described and compared with Artificial Bee Colony algorithm 

and Genetic Algorithm for optimal task allocation with given 

resources. The simulation carried out concludes that proposed 

PSO performs better than the ABC and Genetic Algorithm. 

The procedure followed in grid scheduling consists of the 

generation of the population according to the algorithm, then 

the task sequence and resources associated with the task 

sequence are generated and the positions, task sequence and 

resource set are updated and then the globally best position or 

sequence is calculated. It is repeated again and again till the 

maximum number of function evaluation. As future work we 

have the intention to apply other types of nature inspired 

algorithms to the grid scheduling problem, comparing their 

results with the ones accomplished by the PSO.  
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